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Model-based test automation has helped
reduce cost, provide early identification

of requirements defects, and improve test
coverage [1, 2, 3, 4, 5, 6]. Industry use of
model-based test automation has provided
insight into practical methods that use inter-
face-driven analysis with requirements mod-
eling to support automated test generation.
However, the term interface is used loosely
in this article.

An interface is a component’s inputs and
outputs, along with the mechanism to set
inputs, including state and history informa-
tion, and retrieve the resulting outputs.
Recommendations are provided to perform
the modeling of textual requirements in con-
junction with interface analysis to support
reuse of models and their associated test
driver mappings.

Test-driver mappings specify the relation-
ships between model variables and the inter-
faces of the system under test. The insights
are useful for understanding how to scale
models and the associated test-driver map-
pings to support industry-sized verification
projects, while supporting organizational
integration that helps leverage key resources.

We have applied the model-based test-
automation method called the Test
Automation Framework (TAF) since 1996.
TAF integrates various government and
commercially available model-development
and test-generation tools to support defect
prevention and automated testing of systems
and software. TAF supports modeling meth-
ods that focus on representing requirements
such as the Software Cost Reduction (SCR)
method as well as methods that focus on
representing design information such as
Unified Modeling Language (UML)-based
tools or Mathwork’s Simulink, which sup-
ports control system modeling for automo-
tive and aircraft systems.

With model translation, requirements-
based or design-based models are converted
into test specifications. T-VEC is the test
generation component of TAF that uses the
test specification to produce tests. T-VEC

supports test-vector generation, test-driver
generation, requirements test-coverage
analysis, and test results checking and report-
ing. Test vectors include inputs as well as the
expected outputs with requirement-to-test
traceability information. The test-driver
mappings and the test vectors are inputs to
the test-driver generator that produces test
drivers. The test drivers are then executed
against the implemented system during test
execution.

There are papers that describe require-
ments modeling [7] and others with exam-
ples that support automated test generation
[3, 8, 9, 10]. Aissi provides a historical per-
spective on test-vector generation and
describes some of the leading commercial
tools [11]. Pretschner and Lotzbeyer briefly
discuss extreme modeling that includes
model-based test generation [12], which is
similar to uses of TAF. There are various
approaches to model-based testing and
Robinson hosts a Web site that provides use-
ful links to authors, tools, and papers [13].

Why Interface-Driven Modeling?
It may seem appropriate first to develop
models from the requirements, but when
developing models for testing purposes, the
models should be developed in conjunction
with analysis of the interfaces to the compo-
nent or system under test. Modeling the
behavioral requirements is usually straight-
forward and easier to evolve once the inter-
faces and operations are understood because
the behavioral requirements, usually defined
in text, must be modeled in terms of vari-
ables that represent objects accessible
through interfaces.

A verification model is a refinement of the
requirements specified in terms of the com-
ponent’s interfaces. Verification modeling
from the interfaces is analogous to a test
engineer developing tests in terms of specif-
ic interfaces of the component under test.
The test engineer’s role involves developing
verification models from requirements. The
requirements engineers, sometimes synony-

mous with system engineers, continue to
develop textual requirements as well as any
other type of analytical model. Design engi-
neers should focus on identifying the com-
ponents of the system architecture, and pro-
vide the component interfaces to the test
engineer.

These requirements and interfaces can
then be used by test engineers to construct
formalized verification models (in a tool like
SCR). The test engineer can use TAF tools to
perform model analysis and correct any
inconsistency, as well as produce test vectors
and test drivers. Once completed, the textual
requirements and models, as well as the for-
malized verification models are passed to the
designers and implementers.

Once code is created, the generated test
drivers can be used to test the implementa-
tion. TAF translators convert verification
models into a form where the T-VEC system
generates test vectors and test drivers, with
requirement-to-test traceability information
that allows failures to be traced backwards to
the requirement. The designer/implementer
can then use the test drivers to test the imple-
mented system, continuously and iteratively.

Figure 1 on page 28 provides a perspec-
tive of the verification modeling process
flow. A modeler is supplied with various
inputs. Although it is common to start the
process with poorly defined requirements,
inputs to the process can include require-
ment system and software specifications
(e.g., System Requirements Specification
[SRS], Software Requirements Specifications
[SWRS]), user documentation, interface con-
trol documents, application program inter-
face documents, previous designs, and old
test scripts.

A verification model is composed of a
model and one or more test-driver mappings.
A test driver consists of object mappings and
a schema (pattern). Object mappings relate
the model objects to the interfaces of the
system under test. The schema defines the
algorithmic pattern to carry out the execu-
tion of the test cases. Models are typically
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developed incrementally. The test-vector
generator also detects non-testable modeled
requirements (i.e., requirements with contra-
dictions).

Table-based modeling, like the SCR
method, has been effective and relatively easy
to learn for test engineers [2]. Design engi-
neers commonly develop models based on
state machines or other notations such as the
UML. However, users and project leaders
observed that test engineers found it easier to
develop requirements for test in the form of
tables (See [8] for details). The modeling
notations supported by tools for the SCR
method have well-defined syntax and seman-
tics allowing for a precise and analyzable def-
inition of the required behavior.

What Are Some Modeling
Perspectives?
Specification languages, usually supported
through graphical modeling environments,
describe models. Specification languages
provide abstract descriptions of system and
software requirements and design informa-

tion. Cooke et al. developed a scheme that
classified specification language characteris-
tics [14]. Independent of any specification
language, Figure 2 illustrates three specifi-
cation categories based on the purpose of
the specification. Cooke et al. indicate that
most specification languages usually are
based on a hybrid approach that integrates
different classes of specifications.

Requirements specifications define the
boundaries between the environment and
the system and, as a result, impose con-
straints on the system. Functional specifica-
tions define behavior in terms of the inter-
faces between components, and design
specifications define the component itself.
A verification model, in the context of this
article, is best classified as a functional spec-
ification.

Design-for-Test Supports
Interface Accessibility
It is best to understand the interfaces of the
system under test before modeling the
behavioral requirements to ensure that the

interfaces for the resulting test-driver map to
actual inputs or outputs of the system under
test. If the interfaces are not formalized or
completely understood, requirements mod-
els can be developed, but associated object
mappings required to support test-driver
generation must be completed after the
interfaces have been formalized.

This can make the object-mapping
process more complex because the model
entities may not map to the component
interfaces. In addition, if the component
interfaces are coupled to other components,
the components are typically not completely
controllable through separate interfaces. This
too can complicate the modeling and testing
process. Consider the following conceptual
representation of the set of components and
interfaces shown in Figure 3.

There is a specific way to support a sys-
tematic verification approach that can be
performed in stages where each component
is completely verified with respect to the
requirements allocated to it. The interfaces to
the component should be explicitly and
completely accessible, either using global
memory or, better, through get-and-set
methods/procedures in Figure 3.

For example, if the inputs to the B.2
component of higher-level component B are
completely available for setting the inputs to
B.2, and the outputs from the B.2 functions
can be completely observed, then the func-
tionality within B.2 can be completely speci-
fied and systematically verified. However, if
interfaces from other components such as
B.1 are not accessible then some of the func-
tionality of the B.2 component is coupled
with B.1, and the interfaces to B.2 must also
include interfaces to B.1 or to other upstream
components such as component A. This
interface coupling makes the test-driver
interfaces more complex to describe, but also
forces the behavioral modeling to be
described in terms of functionality allocated
to combinations of components.

The coupling reduces components’ reuse
and increases the regression testing effort
due to the coupled aspects of the system
components. The problems associated with
testing highly coupled systems can be prob-
lematic for model-based testing and also neg-
atively affect any type of testing. We have
observed that interface-driven modeling has
helped foster better system design by reduc-
ing the coupling, but also has helped provide
better testing support.

Understanding Interfaces
One of the most noted results of the TAF
was its application to the Mars Polar Lander
(MPL). NASA launched the MPL project on
Feb. 7, 1994. Six years later on Dec. 3, 1999,
after the MPL had traveled more than 35
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million miles and was minutes away from its
scheduled landing, all contact with the craft
was lost. The MPL cost $165 million to
develop and deploy.

After the fact, we had the opportunity to
use the TAF to see if it would have found
the bug. We deliberately did not look at the
code before creating our tests. Instead, we
created them by modeling the English-lan-
guage requirements in a tool based on the
SCR method. We modeled the Touchdown
Monitor (TDM) requirements using the TAF
tools and were able to identify the software
error associated with the MPL’s landing pro-
cedures in fewer than 24 hours.

The TDM is a software component of
the MPL system that monitors the state of
three landing legs during two stages of the
descent. As shown in Figure 4, a real-time
multi-tasking executive calls the TDM mod-
ule at a rate of 100 times per second and
receives information on the leg sensors from
a second module. These two modules estab-
lish the interfaces to TDM. During the first
stage, starting approximately five kilometers
above the Mars surface, the TDM software
monitors the three touchdown legs.

There is one sensor on each leg to deter-
mine if the leg touched down. When the legs
lock into the deployed position, there was a
known possibility that the sensor might indi-
cate an erroneous touchdown signal. The
TDM software was to handle this potential
event by marking a leg that generates a spu-
rious signal on two consecutive sensor-reads
as having a bad sensor. During the second
stage, starting about 40 meters above the sur-
face, the TDM software was to monitor the
remaining good sensors. When a sensor had
two consecutive reads indicating touchdown,
the TDM software was to command the
descent engine to shutdown.

There is no absolute way to confirm
what happened to the MPL. It is believed
that one or more of the sensors did have
two consecutive reads before the 40 meter
point; the leg-sensor information was stored
in TDM program memory. When the MPL
crossed the 40-meter point, the TDM
changed states and read the memory associ-
ated with the leg-sensors during the first
stage of descent. Because the memory indi-
cated two consecutive reads engineers
believe that the engine thruster was shut off
at about 40 meters above the Mars surface.
Developers could have designed and imple-
mented the requirement in many ways, but
the essence of the design flaw is that the
program variables retained the state of the
bad sensor information.

Organizational Best Practices
Interface-driven modeling can be applied
after development is complete; however,

significant benefits have been realized when
it is applied during development. Ideally,
test engineers work in parallel with develop-
ers to stabilize interfaces, refine require-
ments, and build models to support itera-
tive test and development. Test engineers
write the requirements for the products
(which in some cases are poorly document-
ed) in the form of models, as opposed to
hundreds or thousands of lines of test
scripts. They generate the test vectors and
test drivers automatically.

During iterative development, if the
component behavior, the interface, or the
requirements change, the models are modi-
fied and test cases and test drivers are regen-
erated and re-executed. The key advantages
are that testing proceeds in parallel with
development. Users like Lockheed Martin
state that test is being reduced by about 50
percent or more, while describing how early
requirement analysis significantly reduces
rework through elimination of requirement
defects (i.e., contradiction, inconsistencies,
and feature interaction problems) [2, 15].

Other Applications
TAF has been applied to applications in var-

ious domains, including critical applications
for aerospace, medical devices, flight naviga-
tion, guidance, autopilots, display systems,
flight management and control laws, engine
controls, and airborne traffic and collision
avoidance. TAF has also been applied to
noncritical applications like databases, client-
server, Web-based, automotive, and telecom-
munication applications. The related test-
driver generation has been developed for
many languages (e.g., C, C++, Java, Ada,
Perl, PL/I, SQL, etc.) as well as proprietary
languages, COTS test-injection products
(e.g., DynaComm, WinRunner) and test
environments. Most users of the approach
have reduced their verification/test effort by
50 percent [2, 15].

Summary 
This article provides pragmatic guidance for
combining interface analysis and require-
ments modeling to support model-based test
automation. The model-based testing
method and tools described here have been
demonstrated to significantly reduce cost
and effort for performing testing, while also
being demonstrated to identify requirements
defects that reduce costly rework.
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These recommendations for defining
interfaces that provide better support for
testability are valid for all forms of testing.
Organizations can see the benefits of
using interface-driven, model-based test-
ing to help stabilize the interfaces of the
system early, while identifying common
test-driver support capabilities that can be
constructed once and reused across relat-
ed tests. Finally, parallel development of
verification modeling is beneficial in
development and helps identify require-
ment defects early to reduce rework.

The TAF is a framework that inte-
grates various commercial and govern-
ment tools, however, the Software
Productivity Consortium does not provide
licenses for these tools. For additional
information on obtaining these tools, con-
tact the authors. Finally, many referenced
papers in the article can be downloaded
from the Software Productivity
Consortium Web site <www.software.
org/pub/taf/Reports.html>.◆
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